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Abstract:
In this paper, we show that in cooperative environments like medical supply cen-

ters, new demands on IT infrastructure are created that cannot be satisfied by tradi-
tional information systems. We demonstrate our vision for a system to remedy this
situation by offering smooth pay-as-you-go migration instead of forced integration to
autonomous data management systems.
We give an evaluation of applicability of traditional techniques in the field, followed
by our planned approach for this project, including a panoramic view of our proposed
system architecture.

1 Introduction

Cooperative environments are a current trend in health care. To increase their power to
compete [HE09], single practitioners often pool their resources in both medical supply
centers and networked practices. Both structures create new demands on IT infrastructure,
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especially through the new role of clinical practice manager. These administrative officers
are responsible for supervision and controlling of the center’s financial development, and
as such, need a consolidated overview of all processes and events within the network. This
information however is largely hidden within the insular patient data management systems
of the participating practices, and very often, communication between practices and prac-
tice manager is paper-based only. The technical needs of a central point of information,
being completely new to the sector, are not adequately supported by current software sys-
tems.
The current situation is defined by pre-existing independent systems. As most practices
had patient management systems long before joining a medical supply center, the prac-
tices’ systems are heterogeneous and autonomous in different organizational units. Re-
quiring a replacement of these systems when joining a cooperative environment is not an
option, as the necessary expense in time and resources would likely deter most practition-
ers from joining at all.
This article introduces a BMBF supported joint project by the University of Erlangen-
Nuremberg (Chair for Data Management and Chair of Information Systems II) and the
software company Astrum IT. The project is aimed at conceptualizing and developing an
ERP system for medical supply centers which minimizes the efforts for interconnecting
autonomous systems and supports step by step continuous improvement of IT supported
cooperation, as well as being capable of delivering data on a day-to-day basis.

2 Related Work

In this section, we examine existing solutions for problems related to our project, and
whether they can be integrated with our approach.

2.1 Integration

There are several traditional approaches to integration of heterogeneous database systems.
Among them are for example the ETL process in data warehousing [CD97] and building
schema mappings in federated databases or multidatabases [SL90]. While safe and well
known, these methods lead to a very high upfront effort for semantic integration as well
as systems mostly resistant to change. Since for our project, new systems are expected
to appear frequently, and current ones may change at any time, a standard ETL process
is only usable for the static parts of our project. For the components subject to change, it
would take too long to deal with modifications in the patient data management systems,
compromising our day-to-day requirement. For this reason, we pursue an evolutionary
approach to integration in addition to the traditional one (see sections 2.3 and 3).
Even though there are many automatic techniques for semantic integration [RB01], resolv-
ing it still is expensive. For this reason, we investigated how an approach motivated by
dataspaces [FHM05], allowing coexistence of heterogeneous data sources, could serve as
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an integration platform. Data coexistence, for our ends, denotes that little requirements
are posed to newly attached patient data management systems. A new system is integrated
only as far as automatically possible, and all additional data needs, particularly support-
ing use cases aimed at cooperation among physicians, are addressed in a pay-as-you-go
manner [JFH08], gradually improving with the help of user feedback.

2.2 Data Quality

Data quality ties in closely with integration in this case. In accordance with the dataspaces
approach, imperfections in quality of newly attached systems will be improved by degrees
as needed [JFH08], similarly to our approach to integration. To support a demand-driven
step by step improvement, our system architecture is complemented by a metadata reposi-
tory aimed at data quality monitoring. This was inspired by the TDQM (Total data quality
management) approach [Wan98], which requires data quality measuring and monitoring
as a basis for continuous data quality improvement. Many different dimensions of data
quality are named in the literature [SMB05]. For a closer look on some of them, [BS06]
gives definitions of accuracy, completeness, time related dimensions and consistency. We
are currently in the process of identifying the dimensions most important for our chosen
area of application.
In addition to preset quality features, the users, being domain experts, should be able to
define their own data quality characteristics. To accomplish this, a system for defining
and verifying rules [BLL10] will be integrated in our application to enable demand-driven
evolution of data quality monitoring.

2.3 Evolutionary Information Systems

Detecting integration and data quality needs is only one part of the project. Another im-
portant concern is the system’s capability to evolve over time with minimal effort [Len09].
This includes extending the database by generic database tables as well as mechanisms that
allow handling of inconsistent, inaccurate or incomplete data within the central database.
The rules system for data quality mentioned above also creates evolutionary capabilities.
This is important because the healthcare system, as well as the technical details of patient
management systems, are subject to frequent changes, some unforeseeable. To keep this in
mind is essential, especially at the beginning of a project: Called the principle of ”design
for change” in [Par94], a system’s architecture lays the foundation for the system’s ability
to evolve. The effects of lacking evolutionary power are described in [Leh96] through the
eight ”Laws of software evolution”.
Relying on medical standards like xDT or HL7 may prove a crutch to the software’s evolv-
ability. To begin with, relevant data may not be covered. Neither are future data needs
guaranteed to be integrated into the standards. Secondly, many standards like HL7 are
tied almost exclusively to the hospital sector and do not appear at the patient management
systems of resident doctors. Lastly, we need to keep in mind the possibility that a system
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we want to integrate doesn’t support any standards at all. This is why we are planning
software fully capable of making use of established standards without relying on their
existence.

2.4 Existing Implementations

Eleven existing implementations of cooperative medical environments were evaluated and
compared to our approach in over thirty categories like support for controlling and ac-
counting, data security, and flexibility. As it turned out, none follow a holistic approach:
Only singular use cases are supported, and newly emerging requirements like integrated
controlling or treatment coordination are implemented in new autonomous applications,
even though the data sets are similar. This leads to ever increasing heterogeneity and ag-
gravates the data quality problem, especially for use cases requiring comprehensive data.
In contrast, we strive to build a system capable of supporting newly emerging use cases on
the already existing database.

3 Approach

The goal of our project is building an ERP-like system offering a consolidated view on
appropriate patient data, enabling on-the-fly integration and improvement of patient data
management systems through smooth migration. In the following, we use the term ERP
loosely, since we focus on uncovering data hidden in insular sources, and do not enable
direct write access to them. A medical supply center or practice network does not have the
same structure as a regular enterprise but is rather more loosely organized. Still, central
supervision is desired, and future cooperative needs may be unforeseeable. Thus, we can
not use off-the-shelf ERP solutions. In the following, we sum up our approach to this end,
including a basic system architecture.

3.1 Identification of Requirements

In cooperation with several physicians, a broad spectrum of use cases was identified (see
Figure 1 for an example). The core data needs for the administrative use cases were iden-
tified. Methods for continuous data quality management were analyzed and adapted to the
particular data quality needs in this project. Based on the data needs for the administrative
use cases we developed a core database schema for a central database, combining a fixed
schema, satisfying the known data needs, with the EAV paradigm [NMC+99] to support
future data requirements. This database serves as a basis for multiple applications provid-
ing a spectrum of enterprise resource planning functionality for medical supply centers.
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Figure 1: Use Case: Remuneration analysis

3.2 System Architecture

Figure 2 shows a panoramic view of the proposed architecture of our project. To increase
clarity, the metadata monitoring components are omitted. Please note that the arrows con-
necting the components denote dataflow, not direct connections. Communication will take
place via messages, to ensure the flexibility of the system via loose coupling. In contrast
to a classic hub-and-spoke architecture, we do not aim to enable communication between
the attached systems, but to show a consolidated image of the whole data pool. The au-
tonomous patient management systems are each fitted with a staging database. These exist
physically and independently on site of the practice. This way, direct read-only access to
the patient management systems is possible, barring system outages. The connection to
the integration engine is made via Internet, taking care to keep the systems only loosely
coupled, for example by adapting the REST architectural style. The integration engine
then performs what would be the transform and load steps in traditional ETL. The staging
databases are necessary since data changed during a possible outage of remote connectiv-
ity must not be lost. Additionally, data privacy is a concern. Since the protection of patient
data is a highly delicate matter, all data must be automatically anonymized by the time
they reach the staging databases, except if the patient in question has explicitly agreed to
an exchange of data. If this is not the case, a de-anonymization must not be possible.
The integration engine is responsible for coordinating the data into one consolidated view.
This includes schema and identity matching, duplicate elimination, and semantic integra-
tion issues. For our current use cases, it is enough to deliver data current to the day. If
future use cases require data transfers more often or even on demand, the frequency can
be increased accordingly.
The integration engine then relays the adjusted data into the central database. Special ap-
plication databases, for example for controlling, load the needed data directly from the
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central database. Introducing separate databases for different applications has several ad-
vantages. For one, giving the applications only an excerpt of the available data will net an
increase in the speed of any tasks performed on the smaller data pool.

Figure 2: Panoramic view of system architecture

More important though is the increase in data privacy gained by physically disconnecting
application data from the central database.
These two reasons hold true especially in the case of business controlling, where mainly
aggregated financial data is needed. Without a separate database to hold the pre-aggregated
data [CD97], the aggregation either would have to be performed on-the-fly, leading to poor
performance, or be stored in the central database, leading to a cluttered central database.
Lastly, if all applications share one data pool, the central database becomes a bottleneck
possibly blocked by a resource hungry application.
That said, not all possible applications arguably need their own data pool, and some may
conceivably work directly on the central database. Special care has to be taken to avoid
the mentioned deficiencies.

3.3 Pay-As-You-Go Improvement

Through the whole process, metadata is read at appropriate points and stored in a metadata
repository. This forms the basis of our data quality monitoring system. Here, possible steps
to improve data quality are identified, catalogued and ordered by usefulness and urgency
[JFH08]. The most important ones are then propagated to the users to ask for feedback on
or revision of the detected problems. In this way, new systems are able to be attached and
deliver data at once, even if they lack a certain grade of data quality. The most pressing
of these concerns will be addressed promptly, while less important ones will improve over
time. The necessary metrics and mechanisms are a major part of our ongoing work.
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3.4 A User Story

As an example, consider the following user story. An medical supply center (MSC) man-
ager in the process of reviewing treatment data for disease management programs receives
a warning from the DQ monitoring component that the data he is currently accessing is
not complete as measured by appropriate metrics. Looking up the provenance of the data,
the manager realizes that there is one practice location that has not delivered any data at
all on diagnoses and treatments.
He contacts the corresponding site manager to find the cause for this problem. It turns out
the practice stores diagnostic and treatment reports in record cards rather than its patient
management system. When their information system was attached, all treatment entries
for the patients of this location were left blank. While this was no a problem at the time, it
nevertheless was detected as an insufficient degree of the quality dimension completeness,
and was presented as a warning when the relevant data was accessed the first time.
The MSC manager urges the site manager to use their patient management system rather
than the record cards. After migration of the data to the patient management system, the
information displayed to the MSC manager shows up as complete.
New problems may arise after improvements, of course. In this example, practitioners
may be unfamiliar with the new way of storing diagnostic reports, potentially leading to
incorrect entries or delays. However, these problems will be recognized, and addressed if
necessary, in the next iteration of the data quality management cycle.

4 Conclusion

We presented preliminary results of an ongoing project organized within the “Spitzenclus-
ter Medical Valley EMN”. We demonstrated the initial situation we are building on, as
well as the need for new ways of approaching integration and improvement of information
systems used in medical supply centers. We gave an overview of the approach we envision
for this project.
Since we are still at the beginning of the project, many open issues remain. The focus is
how to enable smooth migration, starting from very little requirements on the autonomous
systems and moving gradually and gracefully to full integration. Especially measuring and
weighting of data quality concerns are of interest here. Identifying the necessary dimen-
sions and developing metrics and quantifying strategies, as well as policies on how to deal
with imperfections, will be our main short term goal.
The system is currently in development at Astrum IT in conjunction with the University
of Erlangen-Nuremberg. Programmers, software architects and team leaders work closely
with partners in the medical sector to identify requirements and verify concepts. At the
end of the project runtime, the medical partners will test the usability of the system in a
six month evaluation phase incorporating an on-road trial.
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